Sets, Relations, Functions: Summary
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Set: Any collection of well-defined objects.
Elements: Objects belonging to a set.
Empty set: Set having no elements and is denoted @.

Equal sets: Two sets A and B are said to be equal, if
they contain same elements or every element of A
belong to B and vice-versa.

Finite set: A set having definite number of elements is
called finite set. A set which is not a finite set is called
infinite set.

Family or class of sets: A sect whose numbers are
family of sets or class of sets. Family of sets or class
of sets are denoted by script letters o, B, 6, D, P etc.

Indexed family of sets: A family C of sets is called
indexed family if there exists a set I such that for
each element i€/, there exists unique member
A € C associated with i. In this case the set / is called
index set, C is called indexed family sets and we
write C={A,:iel}.

Intervals: Let a, b be real numbers and a < b. Then
(a,b)={xeRla<x<b}
[a,b)={xeR|a< x < b}
(a,b]={xeRla<x < b}
[a,b]={xeRla< x < b}

(=00, +00) Or (—oo,0)isR

Subset and superset: A set A is called a subset of a set
B, if every element of A is also an element of B. In this
case we write A c B. If A is a subset of B, then B is

called superset of A. If A is not a subset of B, then we
write A & B.

1.10 Proper subset: Set A is called a proper subset of a

set B if A is a subset of B and is not equal to B.

1.11 Powerset: If X is a set, then the collection of all

subsets of X is called the powerset of X and is
denoted by P(X).

1.12 Cardinality of a set: If X is a finite set having n

elements, then n called cardinality of X and is
denoted by | X| or n(X).
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If | X| = n, then |P(X)|=2".

Intersection of sets: For any two sets A and B, the
intersection of A and B is the set of all elements
belonging to both A and B and is denoted by

AnB={x|xe Aand x € B}

Theorem: The following hold for any sets A, B and C.
(MMAcBoA=ANB

(2) AnA=A

(3) AnB=BnNnA (Commutative law)

(4) (AnB)NnC=An(BNC) (Associative law)

(5) AN = @, where @ is the empty set.

(6) For anyset X, Xc AnB < XcA and XCB.
(7) Inviewof (4)we write ANBNCforAn(BNC).

(8) For any sets A,, A,, ..., A, we write ﬂ:’zlA,. for
ANANAN---NA,.

Disjoint sets: Two sets A and B are said to be
disjoint sets if ANB= (.

Union of sets: For any two sets A and B, their union
is defined to be the set of all elements belonging to
either A or to B and this set is denoted by AUB.
Thatis AU B={x|xe Aor x e B}.

Theorem: For any sets A, B and C the following
hold.

(1) AnBCc AUB

(2) Foranyset X, AuUBc X AcXandBc X
(3 AuA=A

(4) AUB=BuUA (Commutative law)

(5) (AuB)uC=AuU(BuUC)andwe write AUBUC
for(AuB)uUC

6) AnNB=A< AuB=B
(7) A=A

(8) An(AuB)=A

(9 AU(ANB)=A

Theorem (Distributive laws): 1If A, B and C are
three sets, then

(1) An(BUC)=(AnNnB)u(ANC)
(2) Au(BNC)=(AUuB)N(AUC)

Theorem: For any sets A, Band C,AnB=AnNC and
AUB=AuC=B=C.
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If {A}},., is an indexed family of sets then Ul,E[A,. is
the set of all elements x where x belongs to atleast
one A,

Set difference: For any two sets A and B,A - B =
{xeAlxe B}=A-(ANB)

De Morgan’s laws: If A, B and C are any sets, then
M A-(BuC)=(A-B)n(A-0)
(2 A-(BNC)=(A-B)u(A-0)

Theorem: Let A, B and C be sets. Then

M BcC=A-CcA-B

2 AcB=>A-CcB-C

3) (AuB)-C=(A-C)u(B-0)

4 (AnB)-C=(A-C)n(B-0)

(5 (A-B)-C=A-(BuC)=(A-B)n(A-0)
6) A-(B-C)=(A-B)u(AnO)

Universal set: Tf {A}},_, is a class of sets, then the set
X= U,_E ,A; is called universal set. In fact the set X
whose subsets are under our consideration is called
universal set.

Caution: Do not be mistaken that universal set
means the set which contains all objects in the
universe. Donot be carried away with word universal.
In fact, the fundamental axiom of set theory is:

Given any set, there is always an element which does
not belong to the given set.

Complement of a set: If X is an universal set and
A c X then the set X — A is called complement of
A and is denoted by A’ or A”.

Relative complement: 1f X is an universal set and
A, B are subsets of X, then A — B=ANB’is called
relative complement of B in A.

De Morgan’s laws (General form): If A and B are
two sets, then

(1) (AUB)Y=A"nB’

(2) (AnB)Y=A"UB’

Symmetric difference: For any two sets A and B,
the set (A — B) U (B — A) is called symmetric differ-
ence of A and B and is denoted by A A B. Since A
—-B=AnB’and B-A=BnA’AAB=(ANnB’)
U (BNA).

Theorem: The following hold for any sets A, B and C.
(1) AAB=BAA (Commutative law)
(2) (AAB) AC=AA(BAC) (Associative law)
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(3) AANO=A
4) AAMA=0Q

Theorem: If A and B are disjoint sets, then
(1) n(AuB)=n(A) +n(B)

(2) If A, A, ..., A, are pairwise disjoint sets, then

n(L"JA}n(Amn(Az>+---+n(Am)

Recall that for any finite set P, n(P) denotes the
number of elements in P.

Theorem: For any finite sets A and B, n(AUB) =
n(A)+n(B) —n(AnB).

Theorem: For any finite sets A, B and C,

n(AuBUC)=n(A)+n(B)+n(C)—n(AnB)
-n(BNC)—n(CNnA)+n(AnBNC)

Theorem: 1f A, B and C arc finite sets, then the
number of elements belonging to exactly two of the
sets is

n(ANB)+n(BNC)+n(CnA)-3n(AnBNC)

Theorem:
(1) If A, B and C are finite sets, then the number of
elements belonging to exactly one of the sets is

n(A)+n(B)+n(C) -2n(AnB) —2n(BNC)
-2n(CNnA)+n(AnBnNC)

(2) If A and B are finite sets, then the number of
elements belonging to exactly one of the sets
equals

n(A A B)=n(A) +n(B) —-2n(AnB)
=n(AuB) —-n(AnB)

Relations

1.36

1.37

Ordered pair: A pair of elements written in a
particular order is called an ordered pair and is
written by listing its two elements in a particular
order, separated by a comma and enclosing the pair
in brackets. In the ordered pair (x, y), x is the first
element called first component and y is the second
element called second component. Also x is called
first coordinate and y is called second coordinate.

Cartesian product: If A and B are sets, then the
set of all ordered pairs (a, b) with a€ A and b € B
is called the Cartesian product of A and B and is
denoted by A x B (read as A cross B). That is

AxB={(a,b)lac Aand b e B}
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Let A, B be any sets and @ is the empty set. Then
MAXB=0 o A=0QorB=0.
(2) If one of A and B is an infinite set and the

other is a non-empty set, then A x B is an infi-
nite set.

(3) AxB=BxA< A=B.

Cartesian product of n sets (n is a finite positive
integer greater than or equal to 2): Let A, A,, A,,
..., A, be n sets. Then their Cartesian product is
defined to be the set of all n-tuples (a,, a,, ..., a,)
such thata,e A, fori=1,2,3,...,n and is denoted by

AXAXAX---X A or _)n(lA, or HA,.
= i=1

That is,
AXAX-xA =(a,a,...,a)|laec A for1<i<n}

The Cartesian product of a set A with itself n times
is denoted by A".

Theorem: If A and B are finite sets, then n(A x B) =
n(A)-n(B).In general,if A, A,, ..., A, are infinite
sets, then n(A, x A, x --- x A,) = n(A,) x n(A,) x
---xn(A,). In particular, n(A™) = (n(A))" where A
is a finite set.

Theorem: Let A, B, C and D be any sets. Then

(1) AX(BUC)=(AXxB)u(Ax0O)

(2) (AUB)xC=(AxC)u(Bx0O)

(3) AX(BNC)=(AXxB)n(AxC)

(4) (ANB)xC=(AxC)n(BxC(C)

(5) (AUB)x (CuD)=(AxC)u (AxD)u (Bx
C)u (BxD)

(6) (ANB)x(CND)=(AxC)n(BxD)=(AxD)
N(BxC)

(7) (A-B)xC=(AxC)—=(BxC)

(8 AX(B-C)=(AxB)-(Ax0O)

Relation: For any two sets A and B, any subset of
A x B is called a relation from A to B.

Symbol aRb: 1et R be a relation from a set A to a
set B(Rc A x B).If (a,b) € R, then a is said to be
R related to b or a is said to be related to b and we
write aRb.

Domain: Let R be arelation from a set A to a set B.
Then the set of all first components of the ordered
pairs belonging to R is called the domain of R and
is denoted by Dom(R).
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Range: If R is a relation from a set A to a set B,
then the set of all second components of the
ordered pairs belonging to R is called range of R
and is denoted by Range(R).

Theorem: 1If A and B are finite non-empty sets
such that n(A) = m and n(B) = n, then the number
of relations from A to B is 2" which include the
empty set and the whole set A x B.

Relation on a set: If A is a set, then any subset of
A x A is called a binary relation on A or simply a rela-
tion on A.

Composition of relations: Let A, B and C be sets, R
is a relation from A to B and S is a relation from B
to C.Then, the composition of R and S denoted by
SoR defined to be

SoR ={(a,c) e Ax C|there existbe B
such that (a,b) € R and (b, c)e S}

Theorem: Let A, B and C be sets, R a relation from
A to B and S a relation from B to C. Then the
following hold:

(1) SoR # @ if and only if Range(R) N Dom(S) # @
(2) Dom(SeR)=Dom(R)
(3) Range(SoR) < Range(S)

Theorem: Let A, B, C and D be non-empty sets,
RcAxB,ScBxCandTcCxD.Then

(ToS)oR =To(SoR) (Associative law)

Inverse relation: Let A and B be non-empty sets
and R a relation from A to B.Then the inverse of R
is defined as the set {(b,a) € Bx A|(a,b) € R} and
is denoted by R™.

Theorem: Let A, B and C be non-empty sets, R a
relation from A to B and S a relation from B to C.
Then the following hold:

(1) (SeR)"'=R"0S™
(2 (RH"'=R

Types of Relations
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Reflexive relation: Let X be anon-empty set and R
relation from X to X.Then R is said to be reflexive
on X if (x,x) e R for all x € X.

Symmetric relation: A relation R on a non-empty
set X is called symmetric if (x,y) e R = (y,x) e R.
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Transitive relation: A relation R on a non-empty set
X is called transitive if (x, y)eR and (y,z) e R=
(x,z) eR.

Equivalence relation: A relation R on a non-empty
set X is called an equivalence relation if it is reflexive,
symmetric and transitive.

Partition of a set: Let X be a non-empty set. A
class of subsets of X is called a partition of X if they
are pairwise disjoint and their union is X.

Equivalence class: Let X be a non-empty set and R
an equivalence relation on X. If x € X, then the set
{y € X|(x, y)e R} is called the equivalence class of x
with respect to R or the R-equivalence of x or simply
the R-class of x and is denoted by R(x).

Theorem: Let R be an equivalence relation on a set
X and a, b € X. Then the following statements are
equivalent:

(1) (a,b) eR
(2) R(a) =R(D)
(3) Rla) nR(b) =D

Theorem: Let R be an equivalence relation on X.
Then the class of all R-classes form a partition of X.

Theorem: Let X be a non-empty and {A,},_, a parti-
tion of X.Then
R={(x,y)e X x X|both x and y
belong to the same A,, i € I}

is an equivalence relation on X, whose R-classes are
precisely A;’s.

Theorem: Let R and S be equivalence relations on
a non-empty X. Then R n S is also an equivalence
relation on X and for any x € X, (R n S)(x) = R(x)
N S(x).

Theorem: Let R and S be equivalence relations
on a set X. Then the following statements are
equivalent.

(1) RoSis an equivalence relation on X
(2) RoS is symmetric
(3) RoSis transitive

(4) RoS=S0R
Functions
1.64 Function: A relation f from a set A to a set B is

called a function from A into B or simply A to B, if
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for each a € A, there exists unique b € B such that
(a,b) ef. Thatis fc A x B is called a function from
A to B, if

(1) Dom (f)=A

(2) (a,b)efand (a,c)ef=b=c

If fis a function from A to B, then we write f: A — B
is a function and for (a, b) € f, we write b = f(a) and b
is called f<image of a and a is called f~preimage of b.

Domain, codomain and range: L.et f: A — B be a
function. Then A is called domain, B is called codo-
main and Range of fdenoted by f(A)={f(a) |ac A).
f(A) is also called the image set of A under the
function f.

Composition of functions: Let f: A — B and g :
B — C be functions. Then the composition of f with
g denoted by gofis defined as gof: A — C given by

(g°f)(a)=g(f(a)) forallaeA

Theorem: Letf:A > B,g:B— Candh:C— D be
functions. Then

(hog)of=ho(gef)

One-one function or injection: A functionf:A — B
is called “one-one function” if f(a,) # f(a,) for any
a,#a,in A.

Theorem: If f: A — B and g: B — C be functions.
Then the following hold:

(1) If fand g are injections, then so is gof.

(2) If gofis an injection, then fis an injection.

Onto function or surjection: A function f: A — B
is called “onto function” if the range of fis equal to
the codomain B. That is, to each b € B, there exists
a € A such that f(a) = b.

Theorem: Let f: A — B and g : B — C be functions.
Then, the following hold:

(1) If fand g are surjections, then so is gof.

(2) If gofis a surjection, then g is a surjection.

Bijection or one-one and onto function: A function
f:A — Bis called “bijection” if fis both an injection
and a surjection.

Theorem: If f: A — B and g: B — C are bijections,
then gof: A — Cis a bijection.

Identity function: A function f: A — A is called
an identity function if f(x) = x for all x € A and is
denoted by 1,.
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175 Theorem:16f.A - Bisa functon,then Lo/~ =1, QuEETAr

Identity function is always a bijection.
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Theorem: Let f: A — B be a function. Then, f is
a bijection if and only if there exists a function
g: B — A such that

gef=1, and fog=I,
That is
g(fla))=a forallacA
and f(g(b))=b forallbeB
Inverse of a bijective function: Let f: A — B and

g : B — A be functions such that gof=1, and fog=
I,. Then fand g are bijections. Also g is unique such
that gef=1, and fog =I,. g is called the inverse of f
and fis called the inverse of g. The inverse function
of fis denoted by .

P\ ouckiook |

If f A — B is a bijection, then f: B — A is also a
bijection and f'(b) =a < f(a)=b for b € B.
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Real-valued function: If the range of a function is
a subset of the real number set R, then the function
is called a real-valued function.

Operations among real-valued functions: Let f
and g be real-valued functions defined on a set A.
Then we define the real-valued functions f + g, —f,
f—gand f-g on the set A as follows:

M (f+g)a)=f(a) + g(a)

2 (=f)(a) =-f(a)

@) (f-g)(a)=f(a) - g(a)

@ (f-8)(a)=f(a) g(a)

(5) If g(a) #0 for all a € A, then

gy f@
(g)(a) g(a)

(6) If n is a positive integer, then f"(a) = (f(a))".

Integral part and fractional part: If x is a real
number, then the largest integer less than or equal
to x is called the integral part of x and is denoted by
[x]- x —[x] is called the fractional part of x and will
be denoted by {x}.

0 < {x} <1 for any real number x.
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Theorem: The following hold for any real numbers
x and y.
[x]+[¥] if {x}+{y} <1
(M [x+y]= .
[x]+[y]+1 if{x}+{y}=>1

(2) [x+y] =[x] + [v] and equality holds if and only
if{x}+{y} <1
(3) If x or y is an integer, then [x + y] = [x] + [y].

(4) {i}:{M} for any real number x and
m m

non-zero-integer 1.
(5) If n and k are positive integers and k > 1, then

LRk

Periodic function: Let A be a subset of R and
f:A — R a function. A positive real number p is
called a period of fif f(x + p) =f(x) whenever x and
x + p belong to A. A function with a period is called
periodic function. Among the periods of f, the least
one (if it exists) is called the least period.

Step function (greatest integer function): Let
f:R — Rbe defined by f(x) = [x] for all x € R where
[x] is the largest integer less than or equal to x. This
function f'is called step function.

Signum function: Let f: R — R be defined by

-1 if x<0
f(x)=< 0 if x=0
1 if x>0

is called Signum function and is written as sign(x).

Increasing and decreasing functions: Let A be a
subset of R and f: A — R a function. Then, we say
that fis an increasing function if f{(x) < f(y) whenever
x < y.fis said to be decreasing function if f(x) = f(y)
whenever x < y.

Symmetric set: A subset X of Ris called a symmetric
setifxe X -—xeX.

Even function: Let X be a symmetric set and
f: X — R a function. Then f'is said to be even func-
tion if f(—x) = f(x) for all x € X.



1.88 Odd function: Let X be a symmetric set and
f: X—> R a function. Then f is said to be odd
function if f(—x) = —f(x) for all x € X.

P\ auicktook |

If fis an odd function on a symmetric set X and 0
belongs to X, then f(0) is necessarily 0.

1.89 Theorem: Let X be a symmetric set and f, g be func-
tions from X to R. Then, the following hold:

(1) f-giseven if either both fand g are even or both
are odd.

(2) f- g is odd if one of them is odd and the other
is even.

1.90 Theorem: Let f be a real valued function defined
on a symmetric set X. Then the following hold:

(1) fis evenif and only if afis even for any non-zero
aeR.

(2) fis odd if and only if af is odd for any non-zero
acRR.

(3) fis even (odd) if and only if —fis even (odd).

1.91 Theorem: If f and g are even (odd) functions then so
isftg.

1.92 Theorem: Every real-valued function can be
uniquely expressed as a sum of an even function
and an odd function. The representation is

F00 = 3L @)+ F01+ 31700 - F=0]

1.93 Number of partions of a finite set: Let P,=1 and
P, be the number of partions on a finite set with n
elements. Then forn =1,

B Zm P

r=1\ I

where is the number of selections of r objects

r
(0 = r < n) from n distinct objects and this number

is equal to

n!
ri(n=r)!





